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Abstract
Attribution algorithms are frequently employed to explain
the decisions of neural network models. Integrated Gradients
(IG) is an influential attribution method due to its strong ax-
iomatic foundation. The algorithm is based on integrating the
gradients along a path from a reference image to the input
image. Unfortunately, it can be observed that gradients com-
puted from regions where the output logit changes minimally
along the path provide poor explanations for the model deci-
sion, which is called the saturation effect problem. In this pa-
per, we propose an attribution algorithm called integrated de-
cision gradients (IDG). The algorithm focuses on integrating
gradients from the region of the path where the model makes
its decision, i.e., the portion of the path where the output logit
rapidly transitions from zero to its final value. This is practi-
cally realized by scaling each gradient by the derivative of the
output logit with respect to the path. The algorithm thereby
provides a principled solution to the saturation problem. Ad-
ditionally, we minimize the errors within the Riemann sum
approximation of the path integral by utilizing non-uniform
subdivisions determined by adaptive sampling. In the evalu-
ation on ImageNet, it is demonstrated that IDG outperforms
IG, Left-IG, Guided IG, and adversarial gradient integration
both qualitatively and quantitatively using standard insertion
and deletion metrics across three common models.

Introduction
The access to internet-scale data and compute power has
fueled the success of black box neural network models for
applications such as disease detection (Fatima, Pasha et al.
2017), image synthesis (Rombach et al. 2022), and protein
folding (Mirdita et al. 2022). The phenomenal performance
of these networks comes from the large number of param-
eters and non-linear interactions among them. The complex
and high dimensional dynamics makes it difficult to under-
stand and visualize why a neural network makes a particu-
lar decision. To establish trustworthiness in neural network
models, noteworthy research efforts have been devoted to
interpretability and explainability (Das and Rad 2020). At-
tribution methods provide model explanation by comput-
ing the contribution of each input feature to a model de-
cision. Attribution methods broadly fall into perturbation
based (Zeiler and Fergus 2014; Ribeiro, Singh, and Guestrin
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2016), backpropagation based (Springenberg et al. 2015;
Selvaraju et al. 2017), and gradient based methods (Si-
monyan, Vedaldi, and Zisserman 2014; Sundararajan, Taly,
and Yan 2017). Gradient based methods are promising due
to their strong axiomatic foundation, and model-agnostic
implementation (Sundararajan, Taly, and Yan 2017).

Gradient based methods compute attribution maps by cap-
turing the gradients at the model inputs with respect to the
model outputs (Simonyan, Vedaldi, and Zisserman 2014).
However, gradients computed with respect to important in-
put pixels may be zero due to the non-linear activation func-
tions. Integrated Gradients (IG) solved this problem by in-
tegrating the gradients along a path from a baseline refer-
ence image to the input image (Sundararajan, Taly, and Yan
2017). Unfortunately, it can be observed that gradients from
regions of the path where the output logit changes minimally
(e.g. is saturated) provide poor explanations for the model
decision (Miglani et al. 2020a). This phenomena is called
the saturation effect problem. Solution templates to solve
the saturation problem include: selecting non-straight-line
paths (Kapishnikov et al. 2021b; Pan, Li, and Zhu 2021b),
path truncation (Miglani et al. 2020a), post processing meth-
ods that use thresholding (Kapishnikov et al. 2019a), averag-
ing across blurred inputs (Smilkov et al. 2017), and redefin-
ing the model (Jha et al. 2021, 2022). While these methods
improve attribution quality, they do not provide a principled
solution to the saturation problem.

In this paper, we propose a new path integral attribution
method called Integrated Decision Gradients (IDG). We call
the portion of the path where the output logit rapidly tran-
sitions from zero to its final value the decision region. IDG
focuses on integrating gradients from the decision region of
the path integral. This is realized by scaling each gradient by
the derivative of the output logit with respect to the path. The
scaling factor rewards gradients in the decision region and
penalizes gradients from outside the decision region. The
main contributions of this paper are summarized as follows:
• We propose IDG, a new attribution method that provides

a principled solution to saturation by satisfying the IG
axioms and a new path integral sensitivity axiom.

• We present an adaptive sampling technique to select non-
uniform subdivisions for the Riemann approximation of
the path integral. This reduces computational errors (and
runtime overheads) compared to uniform subdivisions.



Figure 1: (left) An overview of the adaptive sampling algorithm, and the IDG attribution method. (right) A preliminary visual
comparison of IDG with IG (Sundararajan, Taly, and Yan 2017), LIG (Miglani et al. 2020a), GIG (Kapishnikov et al. 2021b),
and AGI (Pan, Li, and Zhu 2021b).

• Compared with IG (Sundararajan, Taly, and Yan 2017),
Left-IG (LIG) (Miglani et al. 2020a), Guided IG
(GIG) (Kapishnikov et al. 2021b), and Adversarial Gra-
dient Integration (AGI) (Pan, Li, and Zhu 2021b), IDG
improves in both qualitative and quantitative results.

The remainder of the paper is organized as follows: first,
related work is examined, then the IDG attribution method
is defined, the adaptive sampling algorithm is proposed, ex-
perimental evaluation is presented and discussed, and finally,
the paper is concluded.

Related Work
In this section, we first review the limitations of directly us-
ing gradients as attributions. Next, we review IG and assess
the saturation effect problem within path integrals.

Limitations of Gradients as Attributions
Attributions measure the contribution of each input feature
to the model output decision. An attribution method satis-
fies the axiom of sensitivity if a single feature that differs
between a baseline and input - which produce different out-
put predictions - is given a non-zero attribution. Addition-
ally, if model output is not affected by changing a variable,
then that variable’s attribution shall be zero (Sundararajan,
Taly, and Yan 2017). Computing the gradient of the inputs
with respect to the output logit is a promising method for
computing attributions (Simonyan, Vedaldi, and Zisserman
2014). However, the use of non-linear activation functions
causes the sensitivity axiom to be violated (Sundararajan,
Taly, and Yan 2017), which is shown in Example 1 below.
Example 1. Consider a function F = 1−ReLU(1− x), a
baseline x′ = 0, and an input x = 2. For x′ = 0, the func-
tion F is equal to 0, and for x = 2, the function F is equal
to 1. Since changing x from 0 to 2 affects the output of F ,
the attribution w.r.t. the feature x should be non-zero. How-
ever, ∂F/∂x = 0 at x = 2, which results in an attribution
of 0 (Sundararajan, Taly, and Yan 2017).

Integrated gradients offers a solution to computing attri-
butions that satisfies the sensitivity axiom.

Integrated Gradients
Integrated Gradients computes attributions by integrating
gradients on a straight line between a reference image and
an input image (Sundararajan, Taly, and Yan 2017). Let F
be the function realizing the output logit of interest. IGi

with input image x is mathematically defined using a path-
integral (Sundararajan, Taly, and Yan 2017), as follows:

IGi(x) = (xi − x′
i)×

∫ 1

α=0

∂F (x′
i + α(xi − x′

i))

∂xi
dα, (1)

where x′ is a black baseline image, α ∈ [0, 1] parameterizes
the straight-line path between x′ and x, xi and x′

i represent a
single pixel of their respective images, and IGi is therefore
the attribution of pixel i in the input image.

The IG attribution method is illustrated in Figure 2. The
top row shows interpolated inputs, the second row shows
the corresponding input gradients, the third row visualizes
the output logit with respect to the path. The IG attribution
map is equal to the sum of the gradients in the second row.
The use of a path-integral ensures that gradients from re-
gions of F where ∂F/∂xi is non-zero are computed. In Ex-
ample 1, IG will compute gradients from the region [0, 1],
where ∂F/∂x = 1. The resulting attribution w.r.t. x is 2, i.e.,
the attribution is non-zero and sensitivity is satisfied. Never-
theless, many attributions computed using IG are still noisy
due to saturation effects (Miglani et al. 2020a).

Saturation Effects within Path-Integrals
To introduce and understand the saturation effect problem
within path-integrals, we examine the performance of the
IG attribution method in Figure 2. We study the quality of
the computed gradients with respect to the decision and sat-
urated regions of the path integral. It can be observed that (i)
gradients from the saturation regions are of low quality and
(ii) gradients from the decision region are of high quality.
The conclusion is rather straight forward to understand. If
the model output does not increase while moving △α along
the path, it is intuitive that the corresponding gradients are



Figure 2: IG and saturation effects within path integrals. The
top two rows show interpolated inputs and the corresponding
gradients. The IG attribution (shown to the right) is the aver-
age of the gradients. The third row shows the logit-α curve
that contains the decision and saturation regions which pro-
duce higher and lower quality gradients, respectively.

not important to the model decision. Conversely, if the out-
put logit changes rapidly while moving △α along the path,
those gradients have a strong impact on the model decision.

This raises the rudimentary question: Is it possible to de-
sign a path integral that focuses on computing gradients
from the region where the model decision is made and the
highly informative gradients are located? It can, for exam-
ple, be observed in Figure 2 that the gradients computed
at α = 0.02 alone provide an excellent explanation for the
model decision.

Integrated Decision Gradients
In this section, we propose a new attribution method called
Integrated Decision Gradients (IDG). We outline the motiva-
tion behind IDG, explain the concept of importance factors,
and provide IDG’s definition and visualization.

Motivation
Path integrals integrate gradients from a reference image to
an input target image. A fundamental challenge is to deter-
mine the ideal importance of each gradient. Based on the
analysis in the previous section, we define a new sensitivity
axiom for path integrals. Next, we introduce the concept of
an importance factor, which is used to construct an attribu-
tion algorithm that satisfies the axiom.

Axiom: Sensitivity (path integrals) Let F be the output
of a neural network. For every point within a path integral
parameterized by α, when ∂F/∂α is equal to zero, an at-
tribution method satisfies Sensitivity (path integrals) if there
is no contribution to the attribution result. If ∂F/∂α is non-
zero, the contribution to the attribution result is non-zero.

None of the existing attribution methods based on path
integrals satisfy this axiom (Sundararajan, Taly, and Yan
2017; Miglani et al. 2020a; Kapishnikov et al. 2021b; Pan,

Figure 3: An illustration of the relationship between impor-
tance factor magnitude and gradient quality. Higher impor-
tance factors are directly related to higher quality gradients.

Li, and Zhu 2021b). The traditional IG method places an
equal weight on all gradients (Sundararajan, Taly, and Yan
2017), even those that occur in the saturation region where
∂F/∂α = 0. The Left-IG attribution attempts to solve this
by truncating the path integral after the output logit has
reached 90% of its final value (Miglani et al. 2020a). This as-
signs a weight of zero and one to gradients from the approx-
imate saturation and decision regions respectively, which
does not guarantee that the axiom is satisfied. GIG and AGI
use non-straight line paths that attempt to avoid integrating
gradients from saturated regions (Kapishnikov et al. 2021b;
Pan, Li, and Zhu 2021b), which does also not guarantee that
the Sensitivity (path integrals) axiom is satisfied.

To satisfy the axiom, we conjecture that the importance
of each gradient should be proportional to the impact on the
model output, which is conceptually shown in Figure 3. In-
spired by this, we define an importance factor, as follows:

IF (α) =
∂F (x′ + α(x− x′))

∂α
, (2)

where IF (α) is the importance of the gradient computed at
α. Next, we define an attribution method that satisfies the
Sensitivity (path integrals) axiom (proof in the Axiomatic
Properties section) by scaling each gradient with the impor-
tance factor in Eq (2).

Definition of Integrated Decision Gradients
In this subsection, we formally define the IDG attribution
algorithm. Given a neural network represented by function
F : Rn → [0, 1], an input vector x, and given F exists over
the range α ∈ [0, 1], IDG assigns an importance factor to
each input feature xi with respect to the model output, using
the following equation:

IDGi(x) = (xi − x′
i)×

∫ 1

α=0

∂F (x′
i + α(xi − x′

i))

∂xi︸ ︷︷ ︸
Traditional IG

× ∂F (x′
i + α(xi − x′

i))

∂α︸ ︷︷ ︸
Importance Factor

dα.

(3)

The IDG attribution method is equivalent to IG in Eq (1)
but with each gradient scaled with the importance factor in



Figure 4: A full visualization of how IDG uses importance factors to eliminate saturation effects. The top row shows the logit-α
curve. The next row shows the derivative of the curve, i.e., the importance factors with respect to α. The third row shows
the interpolated images, the fourth shows the associated gradients, and the bottom row shows these gradients scaled with the
corresponding importance factors. The right side shows the input image, and the attributions computed using IG (Sundararajan,
Taly, and Yan 2017), LIG (Miglani et al. 2020a), GIG (Kapishnikov et al. 2021b), AGI (Pan, Li, and Zhu 2021b), and IDG.

Eq (2). The importance factor is equivalent to the derivative
of the logit-α curve in the bottom of Figure 2. The impor-
tance factors scale-up high quality gradients from the deci-
sion region and scale-down low quality gradients from satu-
rated regions, respectively.

The integral is practically computed following IG, using
the Riemann sum approximation (Sundararajan, Taly, and
Yan 2017), as follows:

IDGi(x) =
(xi − x′

i)

m
×

m∑
k=1

∂F (x′
i +

k
m (xi − x′

i))

∂xi

∂F

∂α
dα, (4)

where m is the number of steps for approximation. We will
further discuss the selection of the step size and its impact on
the approximation error in the Adaptive Sampling section.

We illustrate IDG with an example in Figure 4. First, look-
ing at the left side of the figure, the top row shows the logit-
α curve associated with the input image. The second row
shows the derivative of this curve, i.e., ∂F/∂α in Eq (2).
The third row shows the interpolated inputs for selected al-
pha values and the fourth row shows the gradients computed
by IG for these inputs. The last row visualizes the effect
of IDG by scaling the gradients above by the importance
factors from the second graph. The importance factors scale
up the magnitude of the gradients from the decision region
while scaling down the magnitude of the gradients from the
saturated regions. In the figure, it can be observed that, in
particular, the attributions from α = 0.005 are scaled up. On
the right of the figure, we show the original image, and the

attributions generated by IG, LIG, GIG, AGI, and IDG. The
attributions computed using IDG are substantially less noisy
than all competitors. We note that GIG has a low amount of
noise, but IDG has more focused attributions.

Axiomatic Properties of IDG
In Lundstrom, Huang, and Razaviyayn, it was shown that
the axiomatic properties of IG such as Completeness, Sen-
sitivity, Implementation Invariance, and Linearity only hold
when assuming a monotonically increasing path and non-
decreasing F . We show in the supplementary materials that
IDG satisfies the exact same axiomatic properties under the
same assumptions. Next, we turn our attention to proving
that IDG satisfies Sensitivity (path integrals).
Theorem 1. IDG is the sole path method to satisfy Sensitiv-
ity (path integrals) through the use of the importance factor.

Proof. Consider the neural network F which is continu-
ous and differentiable over α such that ∂F/∂α is defined.
By definition, an IDG attribution at α along the path is
IDG(α) = ∂F/∂x × ∂F/∂α. (x − x′) is ignored as it is
a post-processing factor applied to the attribution which is
affected by proper baseline selection.

When ∂F/∂α = 0, the IDG(α) attribution is clearly
zero. When ∂F/∂α ̸= 0, then ∂F/∂x ̸= 0 for at least one
feature and the resulting IDG(α) attribution will be non-
zero. Therefore it follows, by definition, that IDG satisfies
Sensitivity (path integrals).



Figure 5: This figure shows the motivation for the adaptive sampling algorithm. The image (a) is the input to the attributions
in the figure. The graph (b) demonstrates how the attribution error decreases as step count increases. Columns (c), (d), and (e)
of attributions and graphs show the relationship between sample locations and IDG quality as 50, 250, and 600 steps are used
respectively. We show that as the number of steps increases, the quality of IDG grows greatly, influencing the adaptive sampling
algorithm. Lastly, column (f) shows the equivalent result of column (e) achieved by using adaptive sampling with 50 steps.

Adaptive Sampling Algorithm
In this section, we first analyze the errors within the Rie-
mann sum approximation of the IDG path integral for uni-
form subdivisions. Next, we propose an adaptive sampling
technique to minimize the approximation errors using non-
uniform subdivisions. In the supplementary materials, we
show that the adaptive sampling only creates improvements
with IDG and its impact on regular IG is minor.

Motivation
The errors within the Riemann approximation of the IDG
path integral can be calculated, as follows:

ϵ(x, n) = lim
m→∞

IDGi(x,m)− IDGi(x, n), (5)

where ϵ(xi, n) is the approximation error for attribution xi

when computing the integral with n uniform subdivisions. n
and m are the number of steps used within the Riemann sum
approximation in Eq (4).

We analyze the approximation error and the impact on the
attributions in Figure 5. The graph (b) shows the average er-
ror across all the pixels in the attribution map with respect
to the number of used steps n. Since a low step count results
in a lack of samples in the decision region, a large number
of steps are required for a good approximation. The image
(a) is the input for the four columns (c), (d), (e), and (f) of
attributions and graphs. The columns show the quality of the
attributions with respect to the number of steps and type of
subdivision. It is observed from the graphs that taking more
samples in the decision region greatly improves IDG attribu-
tion quality. Therefore, to obtain high IDG quality without a
prohibitive number of steps, we design a new adaptive sam-
pling algorithm - seen in Figure 5 (f) - that uses non-uniform
subdivisions concentrated on the decision region.

Adaptive Sampling Methodology
It is desirable to sample the high quality gradients that lie
in the decision region to improve the quality of the attained
attributions. In Algorithm 1, we show how the adaptive sam-
pling algorithm is used with IDG. Our approach is based
on first pre-characterizing the logit-α curve with N uniform
subdivisions in lines 3 - 7. Next, M subdivisions are non-
uniformly distributed within the N regions based on logit
growth and IDG is calculated in lines 8 - 15. Because there
are M total samples, line 11 executes O(N +M) times. In
practice it is best if N = M (this is shown in the supplemen-
tary materials) therefore the algorithm runtime is O(N).

As seen in Figure 5 (e) and (f), combining this adaptive
sampling algorithm with IDG creates attributions as strong
as IDG with 600 steps while only using 50 steps. Figure 1
provides a high-level overview of this new IDG process. The
figure shows that when given an input image and a num-
ber of steps, the adaptive sampling algorithm calculates non-
uniform subdivisions based on logit growth. These are then
used as input for IDG where the gradient at each location is
calculated and then weighted, producing the final attribution.
In this figure, the IDG sampling graph shows that 31 out of
50 samples are placed in the decision region α ∈ [0.0, 0.2],
where the logit changes from 0 to 7.2.

Experimental Results
In this section, we will evaluate the effectiveness of the pro-
posed method. We perform our experiments in PyTorch us-
ing the 2012 validation set of ImageNet (Russakovsky et al.
2015) on NVIDIA A40 GPUs. The attributions computed
using Algorithm 1 are called IDG. We compare our method
with IG (Sundararajan, Taly, and Yan 2017), LIG (Miglani
et al. 2020a), GIG (Kapishnikov et al. 2021b), and AGI (Pan,



Algorithm 1: Computing IDG with Adaptive Sampling
Input: Model F , image x, baseline x′, pre-characterization
steps N , number of IDG steps M
Output: An attribution map A

1: x0 = x′

2: xN−1 = x
3: samples[0] = 0

// Pre-characterization of logit-α curve
4: for i = 0 to N − 1 do
5: xi+1 = x′ + i

N × (x− x′)

6: samples[i+ 1] = round( F (xi+1)−F (xi)
F [xN−1]−F [x0]

×M )
7: end for

// Computation of IDG with non-uniform samples
8: for i = 0 to N do
9: for j = 0 to samples[i] do

10: α = i
N + j

N×samples[i]

11: xi = x′ + α× (x− x′)

12: IDG[i] = ∂F (xi)
∂x × ∂F (xi)

∂α × 1
N×samples[i]

13: end for
14: end for
15: return A = mean(IDG)

Li, and Zhu 2021b). We use Captum for the implementation
of IG, whereas LIG, GIG, and AGI are taken from their re-
spective repositories (Kokhlikyan et al. 2020; Miglani et al.
2020b; Kapishnikov et al. 2021a; Pan, Li, and Zhu 2021a).
We evaluate the quality of the computed attributions both
quantitatively and qualitatively.

In Table 1, we quantitatively evaluate the attributions us-
ing standard perturbation testing which measures the impor-
tance of the pixels in an attribution via an area under the
curve (AUC) score. Four tests are used with three insertion
methods and one deletion method from the authors of RISE
and XRAI (Petsiuk, Das, and Saenko 2018b; Kapishnikov
et al. 2019a) which are described in the next section. The
table compares the computed attribution quality for the first
5000 images of the ImageNet dataset such that five images
are taken from each of the 1000 classes. The five attribu-
tion methods are evaluated with three models trained on Im-
ageNet. We selected ResNet101 (R101), ResNet152 (R152),
and ResNeXt (RNXT) as pre-trained models from PyTorch
and use the newest ImageNet weights available (V2 for the
ResNet models and V1 for ResNeXt) (He et al. 2016; Xie
et al. 2017; Paszke et al. 2019).

Qualitatively, we present five selected examples in Figure
6 for the the ResNet101 model generated with the method
parameters explained below. We provide a larger, random
selection of examples in the supplementary materials.

Inputs are reshaped to (224, 224) for all three presented
models. This image processing follows the attribution doc-
umentation provided by Captum (Kokhlikyan et al. 2020).
The RISE, AIC, and SIC tests use the default parameters
found from their respective repositories (Petsiuk, Das, and
Saenko 2018a; Kapishnikov et al. 2019b). The IG and LIG
attribution methods use 50 steps and a black baseline im-

age. GIG uses the default parameters found at (Kapishnikov
et al. 2021a). AGI uses the default parameters found at (Pan,
Li, and Zhu 2021a). Lastly, IDG is used with 50 steps and
a black baseline image. For all the methods, we use a single
baseline only.

Quantitative Evaluation Metrics
The evaluation metrics are built upon the intuition that the
highest attribution values should correspond to those fea-
tures that contribute more to the classification of the target
class (Petsiuk, Das, and Saenko 2018b; Kapishnikov et al.
2019a). The process starts from the most important pixels
and starts deleting (inserting) them from the original image
(to a blurred image for insertion) until only a black (the orig-
inal) image remains. At each step, the softmax score (or ac-
curacy) is calculated. This gives us an ROC curve from base
image to final image, which is used to compute the AUC
score for a given attribution. This AUC value is computed
for each image and then averaged out over the entire test
data selection. For the insertion game, a higher AUC score
indicates a better attribution and for the deletion game, a
lower AUC score indicates better performance. The two sets
of methods presented from Petsiuk, et al and Kapishnikov,
et al. take different approaches to the insertion process (Pet-
siuk, Das, and Saenko 2018b; Kapishnikov et al. 2019a).

In RISE, the insertion (deletion) test which starts (ends)
with a Gaussian blurred (black) image (Petsiuk, Das, and
Saenko 2018b). In their implementation, pixels are added
(deleted) in equal amounts during the test process. Given an
NxN image, the test will change the image by N pixels at a
time over N steps.

Kapishnikov, et al. present the Accuracy Information
Curve (AIC) and Softmax Information Curve (SIC) in their
XRAI paper (Kapishnikov et al. 2019a). The AIC test gives
each perturbation step a score of 0 or 1 for an incorrect or
correct classification and SIC uses softmax as previously
discussed. For pixel perturbation, these methods use a sched-
ule that non-linearly removes groups of pixels from the im-
age in increasingly large amounts. The last difference from
the RISE insertion test is the blurring method, where the ini-
tial image is now blurred in segments, each having its own
noise distribution.

Comparison with Previous Work
In Table 1, attribution quality is evaluated using the AIC and
SIC insertion metrics and the RISE insertion and deletion
metrics. We use an arrow to denote if larger (arrow up) or
smaller (arrow down) scores are better. The best score for
each model and test type is in bold. Additionally we pro-
vide how many times a given method outperforms all other
methods in the last row of the table.

It can be observed in Table 1 that IDG achieves a con-
sistent improvement over IG, LIG, GIG, and AGI across all
twelve of the tests presented. Comparing IDG to IG and LIG
clearly indicates the ability of IDG to mitigate saturation ef-
fects in path-based methods while retaining the most im-
portant gradient information. When compared to AGI and
GIG, the large margin of improvement in the scores shows



Metric Model IG (2017) LIG (2020a) GIG (2021b) AGI (2021b) IDG (ours)

R101 0.571 0.589 0.626 0.675 0.701
AIC (↑) R152 0.575 0.616 0.646 0.686 0.718

RNXT 0.580 0.611 0.634 0.654 0.730
R101 0.498 0.522 0.559 0.609 0.638

SIC (↑) R152 0.508 0.552 0.582 0.619 0.659
RNXT 0.478 0.518 0.532 0.554 0.620
R101 0.498 0.535 0.547 0.561 0.592

Insertion (↑) R152 0.517 0.562 0.565 0.577 0.615
RNXT 0.276 0.299 0.296 0.307 0.324
R101 0.181 0.148 0.155 0.172 0.108

Deletion (↓) R152 0.202 0.148 0.164 0.190 0.118
RNXT 0.101 0.078 0.082 0.104 0.068

Table 1: Comparison of path-based attributions using the AIC, SIC, insertion, and deletion tests

that IDG presents a more complete solution to the satura-
tion problem than these methods. Overall, IDG outperforms
all of the path-based attribution methods in the comparison,
achieving new state-of-the-art performance.

For qualitative analysis, we compare IG, LIG, GIG, AGI,
and IDG in Figure 6. All attributions are computed as previ-
ously described. We compare using images of a “Guenon”,
“Submarine”, “Tripod”, “African Hunting Dog”, and “War-
plane” taken from ImageNet (Russakovsky et al. 2015).

Across the five selections, IDG clearly produces attribu-
tions with less noise than IG and LIG, further verifying that
it solves the saturation problem present in these methods.
When compared to GIG, IDG also has superior performance
in all of the images. For the Tripod example, even though
GIG has relatively low noise, IDG has stronger attributions
on the tripod in the foreground and the one in the back-
ground as well. Lastly, when comparing to AGI, it can be
seen AGI generally has low extraneous noise in the attribu-
tions. However, IDG provides tighter, and lower noise at-
tributions on the class subject in the images, therefore the
results are better.

The images clearly show that IDG improves visual qual-
ity over the other path-based methods. IDG generates attri-
butions with less random noise, showing its ability to solve
the saturation problem. Additionally, it shows its ability to
outperform the methods which use non-straight-line paths.
We provide an additional 50 visual comparisons in the sup-
plementary materials.

Discussion
In this paper, we propose a new attribution method called
Integrated Decision Gradients (IDG). The key idea of IDG
is to perform the path integral while weighting sampled gra-
dients by their associated logit growth. This amplifies gra-
dients from the decision region, and negates those from the
saturation region, solving the saturation issue, and satisfying
the Sensitivity (path integrals) axiom. In contrast, traditional
IG integrates gradients between the same images while giv-
ing all gradients equal weight, saturated or not, causing the

Figure 6: Qualitative comparison of attributions com-
puted using the IG (Sundararajan, Taly, and Yan 2017),
LIG (Miglani et al. 2020a), GIG (Kapishnikov et al. 2021b),
and AGI (Pan, Li, and Zhu 2021b), and IDG methods. It is
seen in the selected examples that IDG solves the saturation
problem and outperforms the state-of-the-art path-based at-
tribution methods in visual quality.

majority of saturated gradients to dominate the output. Ad-
ditionally, we provide evidence that the decision region of
the path integral is where the best gradients lie. With this,
we present an adaptive sampling algorithm which densely
samples the decision region without runtime penalty, im-
proving IDG performance. We show qualitatively and quan-
titatively that IDG reaches state-of-the-art performance in
the path-based attribution field. In our future work, we plan
to apply IDG concepts to other attribution methods to fur-
ther enhance attribution quality. We also plan to employ IDG
within practical real-world applications. Both our code and
extended technical report including supplementary materials
are publicly available via https://github.com/chasewalker26
/Integrated-Decision-Gradients.
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