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Artificial Intelligence promises to revolutionize the prognosis of complex systems like gas
turbines and facilitate their long-term autonomous operation by enabling both predictive
maintenance and recovery from potential faults via a suitable re-configuration of the deployed
system. We present a recurrent neural network based approach for probabilistic prediction
of the power generated from a gas turbine up to 5 minutes in the future by observing (i) the
generated power in the past and (ii) past snapshots of 80 other sensor data, including those
monitoring vibrations. Our deep neural network with 367,041 parameters is trained on a
system containing 2 NVIDIA GPUs RTX 2080 with 5,888 CUDA cores, 32 CPU cores, and 128
GB RAM, and our neural network achieves a root mean square error of 0.0029 in 10 epochs in
about 14.5 minutes. The deep neural network produces a root mean square error of 0.0028 on
a validation data set. We also define an event of interest to be a drop of the generated power
from 70% of the normal to a value below 50% of the normal value. Our test data set contains
6 such events of interest. Our recurrent neural network is trained with the objective of making
predictions up to 5 minutes in the future; we observed that the neural network can predict all
of these six events of interest in the test data before their occurrence.

I. Introduction
Our ability to fabricate tens of thousands of processor cores coupled to tens of Gigabytes of memory on a single

system has given rise to the current generation of general-purpose Graphics Processing Units (GPUs) with TeraFLOPS of
computational capacity available on a single device. The widespread availability of such GPU devices has led to the rise
of deep neural networks and a new wave of artificial intelligence (AI) with hitherto unforeseeable capabilities. AI systems
based on deep neural networks have reached human-like performance even in those tasks that were earlier considered to
be so computationally challenging that Turing tests (such as captchas) separating human being from computers have
been designed using these tasks. Examples of such human-centered tasks include character recognition [1], voice
recognition [2] and object recognition [3].

Artificial Intelligence promises to revolutionize the prognosis of complex systems like gas turbines and facilitate
long-term autonomous operation of such complex systems by enabling both predictive maintenance and recovery
from potential faults by a suitable re-configuration of the deployed system. Gas turbines are inherently nonlinear and
complex systems, and prior efforts to model them using first principles and statistical approaches have had limited
success. Modeling using first principles [4] requires a deep quantitative understanding of the combustion coupled
to massively parallel high-performance systems for solving partial differential equations. The generated models can
readily be interpreted by human experts but they often cannot achieve the accuracy of the deep learning model. The lack
of an adequate number of gas turbine experts required to build a model for every gas turbine is also a challenge that
limits the scalability of this approach on its own. Statistical methods used in image recognition [5], natural language
processing [6] and other domains have been greatly outperformed by deep learning methods. Hence, it is likely that
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deep learning methods coupled with expert-driven reasoning using first principles may be used to create digital twins of
gas turbines in the near future.

To the best of our knowledge, deep recurrent neural networks have not yet been applied to the problem of predicting
the performance of gas turbines using sensor data, such as those from vibration sensors and those related to turbine
supervisory controllers. In this paper, we make the following contributions:

• We create a recurrent neural network model to predict the short-term power generation performance of a gas
turbine by exploiting a data set of 100, 000 data points. Our trained network achieves a root mean square error of
0.0029 in 10 epochs in about 14.5 minutes.

• We use the recurrent neural network to make predictions about events of interest on a hitherto unseen test gas
turbine data set of 20, 000 data points and can predict all six events of interest in the data set. We defined an event
of interest as a reduction in the generated power from 70% of the normal to less than 50% of the normal power
output.

Our work on building deep neural network models for predicting gas turbine performance automatically creates a digital
twin for the gas turbine. We anticipate that several important analyses, such as time to failure, mode of failure, creation
of data-driven maintenance schedules, and improvements in system efficiency, may be achieved using our deep learning
based approach.

II. Related Work
Early prediction plays a vital role for long term sustainability of heavy-duty gas turbine and turboshaft-engines.

Pampaloni et al. [7] have used numerical analysis for prediction of pollutant emissions in natural gas with low NOx
burners. This model was initially proposed by Klarmann et al. [8]. Results obtained from the dry low-NOx burner,
made available from a campaign performed by Baker Hughes, a GE company along with the University of Florence
was used for validation of the prediction results. Gu et al. [9] proposed a predictive controller design based on linear
parameter-varying control theory and applied it to turboshaft engines. The predictive controller performs better when
compared to two loop proportional integral controller due to its lower overshoot time and faster response time.

With the advancements in artificial intelligence, development of intelligent propulsion systems is a widely studied
research area. Duan et al. [10] proposed a smart and economical method for measuring the temperature of an aero-engine
component using the thermal resistance on the turbine blade surfaces which has thermal barrier coating made up of
YSZ material. It is used as a thermal sensor for intelligent monitoring the surface temperature. Stange et al. [11] have
presented a review of the sensors developed by propulsion instrumentation working group.

Recently, neural networks are used to automatically extract features from the sensor data and predict anomaly in
gas turbine [12]. This approach uses stacked autoencoders which can learn features that are robust to input noise.
The features learned are given as input to an extreme learning machine (ELM) for anomaly detection. However, ELM
is feed-forward neural networks with only two layers. The first layer is random, and second layer is trained. The
randomness of ELM causes uncertainty to the problem in learning and approximation. Also ELM exhibit generalization
degradation phenomenon with inappropriate activation functions. In our proposed approach, we have not used ELM.
Feature extraction and classification is automatically done by the deep learning network.

Alam et al. [13] proposed a neural network based approach to predict the remaining useful life of an aircraft turbine
engine. They used the publicly available simulation platform Propulsion Diagnostic Method Evaluation Strategy
(ProDiMES) to generate synthetic fault data to train the neural network. Tsoutsanis et al. [14] used a linear regression
based approach to predict the remaining useful life of gas turbine engines under various ambient conditions. They used
a two shaft industrial gas turbin model developed in MATLAB/Simulink to generate data to train the regression model.
Kiakojoori and Khorasani [15] used a nonlinear autoregressive exogenous model (NARX) neural network to predict
compressor fouling and turbine erosion in gas turbine engines. A MATLAB/Simulink model for a single spool gas
turbine engine was used to generate data to train the NARX neural network. Daroogheh et al. [16] combined model
based and neural network based methods to create a hybrid approach to predict the health condition of gas turbine
engines. This hybrid approach has the advantage of not requiring a large dataset to train the model. Again the data
used to train the model was obtained by simulating a single spool gas turbine MATLAB/Simulink model. Our work in
contrast to these approaches uses real-world gas turbine data to make power output predictions. We use sequences of
data obtained from gas turbines to predict turbine power output up to five minutes in the future.
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III. Approach
A wide variety of deep learning algorithms rely on the availability of large representative data sets in order to train

an AI model with high predictive accuracy. However, AI in predictive maintenance suffers from a critical problem:
faults in complex but well-designed deployed systems are relatively rare; hence, most training data represents normal
behaviors of the system.

Fig. 1 Recurrent neural network architecture used for
predicting power generation of gas turbine engines. The
architecture consists of 1 LSTM and 4 fully-connected
dense layers with dropouts to prevent overfitting to data.

A straightforward solution to the problem is to create
physics-based simulations of the system where the effects
of various faults in a complex system can be modeled in
silico and a representative data set of faulty behavior can
be obtained. However, this approach is unlikely to scale up
as it requires a human expert in the loop. Most success in
AI has come from coupling high-velocity data with high-
performance computing – both of which arguably operate
at frequencies much higher than the human intellect.

In our approach, we resolved this problem by balancing
data containing events of interest with data containing
normal system behavior through data augmentation. Our
initial data set contained about 100, 000 data points with
dozens of faults and we created a pruned training data
set of 15, 995 data points by rejecting sustained normal
behavior of the system with 5% probability. In future,
we anticipate augmenting the data set by adding small
variations of the data denoting events of interest. We
are also considering the use of generative adversarial
networks (GANs) as well as variational autoencoders to
synthesize new data denoting events of interest or faults.

Our neural network architecture to predict power gen-
eration from gas turbine engines is shown in Figure 1. Our
architecture consists of eight layers, including 3 dropouts.
The first layer consists of long short-term memory (LSTM)
nodes that can capture temporal relationship among the
80 variables. This is followed by four fully-connected
dense layers of decreasing sizes. The final layer with only
one node acts as the output layer. We included a dropout
after every layer, and set the dropout probability to 20%.

The complete deep neural network has a total of
367,041 parameters. The output layer of our network
predicts the power output of the generator in the future.
We used the root mean squared error (RMSE) as our loss
function. To train the network, we used the RMSProp
optimizer with a learning rate of 0.001. RMSProp opti-
mizer has been shown to train recurrent neural networks
faster than many other approaches and helps our neural
network to quickly converge to the optimal weights.

Before arriving at the design of the recurrent neural
network, we investigated several other candidate designs
including those with two or more long short-term memory
(LSTM) layers, convolutional layers and deeper neural
networks with up to 20 layers. In case of designs with multiple LSTM layers, the performance of the architecture was
poorer than our current approach. Convolutional layers were not as helpful in predicting future values as LSTM layers.
The use of multiple layers of fully-connected dense networks did not substantially improve the prediction performance
but made the training of the network slower. Hence, our recurrent neural network design provides a good trade-off
between improved prediction accuracy and the ability to rapidly train on large data sets.
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IV. Results
Using our curated training dataset of 15,995 data points with adequate representation of normal and faulty behavior,

our recurrent neural network seeks to predict all 6 events of interest 5 minutes before their actual occurrence in a hitherto
unseen test data set. We define an event of interest as a reduction in the generated power from 70% of the normal to less
than 50% of the normal power output. These predictions are shown in Figure 2.
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Fig. 2 Prediction from our model trained to predict events of interest 5 minutes before their occurrence.

It is clear from the above plots that the model’s predictions (shown in red) occur before the system shows an event of
interest (shown in blue). The quality of the predictions varies among the different events of interest, and we have not
investigated the reason for such variations.
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As a next step, we trained our model to predict events of interest 10 minutes into the future. The results of our
prediction are shown in Figure 3.
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Fig. 3 Prediction from our model trained to predict events of interest 5 minutes before their occurrence.

The overall quality of our predictions 10 minutes into the future is poorer than the quality of our predictions 5
minutes into the future. This is particularly true while predicting the normal behavior of the system. However, we are
still able to predict events of interest as the downward trend of the predicted power precedes the actual occurrence of the
event. It may be feasible to create a better fit for the normal behavior of the system by providing additional data about
the normal behavior of the system.

In order to test the validity of our overall approach, we sought to train a model to predict events of interest 30
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minutes into the future. We find that our recurrent neural network model is not very effective at predicting events of
interest 30 minutes into the future. Figure 4 illustrates the performance of our recurrent neural model and the predicted
power (in red) shows large drifts and deviations from the shape of the observed power (in blue).
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Fig. 4 Our model is not effective at predicting faults 30 minutes into the future.

Our recurrent neural network was used to predict the power output 30 seconds into the future. The results obtained
are shown in Figure 5. The predicted behavior of the model shows a tight fit to the observed power output of the gas
turbine.
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Fig. 5 Overview of the efficacy of our predictions 30 seconds into the future.
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V. Conclusions and Future Work
We have designed, implemented and tested a (deep) recurrent neural network based predictive model for predicting

the power output of a gas turbine engine. Our AI system achieves a root mean square error of 0.0028 and is effective at
predicting all the 6 events of interest in our test data set. As is known from prior studies with neural network models,
qualitatively better results may be obtained by using more finely sampled data, such as one sampled according to the
Nyquist criterion. Future research in developing digital twins for gas turbines using predictive AI models may benefit
from the following suggestions:

• AI-based models may be combined with statistical and physics-based models to enable more long-term predictions.
Statistical methods will be used to filter the data and identify those attributes that may not be strongly related to the
performance of a complex system, such as a gas turbine. Removal of such extraneous attributes may assist deep
learning based approaches. Physics based methods may be used to refit the predicted data to an equation-based or
parameterized computational model that can be readily interpreted by human experts. Tight coupling of statistical
and physics based approaches with deep learning is likely to create a useful digital twin of a gas turbine.

• Our data set included vibration data provided as a vector of measurements. More interesting results may be
obtained by directly analyzing wide-band time-series data from recordings of vibrations (in and out of the audible
spectrum) and video data obtained from camera-like sensors at multiple (visible and beyond visual spectrum)
frequencies.

• Our current approach has used a relatively simple (deep) recurrent neural network architecture for generating
short-term predictions. We anticipate that the use of attention based models and Neural ODEs [17] coupled to
training on tens of GPUs is likely to increase the model’s ability to predict deeper into the future. Figure 6 shows
the efficacy of neural ODEs in predicting the power output of gas turbines. It may also be useful to consider the
use of generative adversarial networks (GANs) or variational autoencoders to synthesize new data denoting events
of interest or faults.
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Fig. 6 Predicting power output of a gas turbine using Neural Ordinary Differential Equations

• Analysis of the learned deep learning model using explanations and causality analysis will enable us to refine
deep neural networks making them more precise and perhaps more interpretable by human experts. Attribution
analysis [18] has been used to develop explanations for deep learning models. Figure 7 shows how attribution
analysis identifies the pixels used to detect a taxi in the image that cause a deep learning model to recognize the
taxi in the image. Similar attribution analysis can be used to identify sources of faults and develop predictive
solutions for complex systems, such as gas turbines.

(a) (b)

Fig. 7 Image classified as taxi and the corresponding attributions obtained using integrated gradients method
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